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ABSTRACT
This paper reports on recent improvements in Japa-

nese broadcast news transcription and topic extraction. We
constructed a language model that depends on the readings
of words in order to prevent recognition errors caused by
context-dependent readings of Japanese characters. We also
introduced interjection modeling into the language model.
To improve the model’s performance for a series of sentences
spoken by one speaker, an on-line incremental speaker ad-
aptation was applied. We investigated a method for extract-
ing topic-words from the speech recognition results that was
based on a significance measure. This paper also proposes a
new formulation for speech recognition/understanding sys-
tems, in which the a posteriori probability of a message that
the speaker intends to address given an observed acoustic
sequence is maximized. We applied the formulation to
rescoring the recognition hypotheses.

1. INTRODUCTION

We have been developing a large-vocabulary con-
tinuous-speech recognition (LVCSR) system for Japanese
broadcast-news speech transcription. This is a part of a joint
research with NHK broadcast company whose goal is the
creation of LVCSR technology for automatically generating
closed-captions of TV programs. In this paper, we report on
recent progress in both language modeling and acoustic pro-
cessing.

Japanese text is written by a mixture of three kinds
of characters: Chinese characters (Kanji) and two kinds of
Japanese characters (Hira-gana and Kata-kana). Each Kanji
has multiple readings, and correct readings can only be de-
cided according to context. Conventional language models
are built using written forms of words, and usually equal
probability is assigned to all possible readings of each word.
This causes recognition errors because the assigned prob-
ability is sometimes very different from the true probability.
We therefore constructed a language model that depends on
the readings of words in order to take into account the fre-
quency and context-dependency of the readings.

Broadcast news speech includes interjections at the

beginning and in the middle of sentences, which cause rec-
ognition errors in our language models that use news manu-
scripts written prior to broadcasting. To cope with this prob-
lem, we introduced interjection modeling into the language
model.

Since, in broadcast news, each speaker utters several
sentences in succession, the recognition error rate can be
reduced by adapting acoustic models incrementally within a
segment that contains only one speaker. We applied on-line,
unsupervised, instantaneous and incremental speaker adap-
tation combined with automatic detection of speaker changes.

Summarizing transcribed news speech is useful for
retrieving or indexing broadcast news. We investigated a
method for extracting topic words from nouns in the speech
recognition results on the basis of a significance measure.
The extracted topic-words were compared with "true" topic-
words, which were given by three human subjects.

This paper also proposes a new formulation for speech
recognition/understanding systems, in which the a posteriori
probability of a message that the speaker intends to address
given an observed acoustic sequence is maximized as an
extension of the current criterion that maximizes the prob-
ability of a word sequence hypothesis. We applied the for-
mulation to rescoring the recognition hypotheses.

2. JAPANESE LVCSR SYSTEM

2.1 Baseline Language Models
The broadcast-news manuscripts that were used for

constructing the language models were taken from the pe-
riod between July 1992 and May 1996, and comprised
roughly 500k sentences and 22M words. To calculate word
n-gram language models, we segmented the broadcast-news
manuscripts into words by using a morphological analyzer
since Japanese sentences are written without spaces between
words. A word-frequency list was derived for the news manu-
scripts, and the 20k most frequently used words were se-
lected as vocabulary words. This 20k vocabulary covers
about 98% of the words in the broadcast-news manuscripts.
We calculated bigrams and trigrams and estimated unseen
n-grams using Katz’s back-off smoothing method.



2.2 Acoustic Models
The feature vector consisted of 16 cepstral coeffi-

cients, normalized logarithmic power, and their delta fea-
tures (derivatives). The total number of parameters in each
vector was 34. Cepstral coefficients were normalized by the
cepstral mean subtraction (CMS) method.

The acoustic models were gender-dependent shared-
state triphone HMMs designed using tree-based clustering.
They were trained using phonetically-balanced sentences and
dialogues read by 53 male speakers and 56 female speakers.
The contents were completely different from the broadcast-
news task. The total number of training utterances was 13,270
for male and 13,367 for female, and the total length of the
training data was approximately 20 hours for each gender.
The total number of HMM states was approximately 2,000
for each gender, and the number of Gaussian mixture com-
ponents per state was 4.

2.3 Evaluation Data
News speech data, from TV broadcasts in July 1996,

were divided into two parts, a clean part and a noisy part,
and were separately evaluated. The clean part consisted of
utterances with no background noise, and the noisy part con-
sisted of utterances with background noise. The noisy part
included spontaneous speech such as reports by correspon-
dents. We extracted 50 male utterances and 50 female utter-
ances for each part, yielding four evaluation sets; male-clean,
male-noisy, female-clean, female-noisy. Each set included
utterances by five or six speakers. All utterances were manu-
ally segmented into sentences.

3. IMPROVEMENTS IN LANGUAGE
MODELS

3.1 Reading Variety of Japanese Characters

In Japanese sentences, Chinese characters (Kanji) can
be read in various ways and the way of reading a Kanji is
decided according to context. Conventional language mod-
els depend on the written form of a word and assign equal
probability to all possible readings of a word. These models
cause recognition errors because the assigned probability is
sometimes very different from the true probability. Last year
we proposed a language model in which reading probabili-
ties were multiplied with n-gram probabilities [1]. The im-
provement in recognition performance with this language
model was limited since contexts of words were not taken
into consideration.

3.2 Reading-Dependent Language Model

We have constructed a new language model in which
a word with multiple readings is split into different language

model entries according to its readings. Table 1 shows the
OOV rates of the 20k vocabulary of the conventional lan-
guage model (LM1) and that of the reading-dependent lan-
guage model (LM2) for training text data and evaluation
sets. The reading-dependent language model only slightly
increases the OOV rate.
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3.3. Interjection Modeling
Broadcast news speech includes interjections at the

beginning and in the middle of sentences. They cause rec-
ognition errors since our language models, which were built
using news manuscript written prior to broadcasting, can
not handle those interjections. Analyzing the transcribed text
of broadcast news, we found that major interjections were /
e/ and /eh/, and they often appeared in the beginning of sen-
tences and just after commas with probabilities shown in
Table 2. Whereas our baseline language model was con-
structed after removing all punctuation marks from the origi-
nal training text, the new language model had training text
that included commas and had three acoustic models for each
comma and sentence beginning; silence, /e/, and /eh/.
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/e/ 1.21 4.3

/he/ 1.2 0.1

3.4 Experimental Results
Table 3 shows the experimental results for the baseline

language model (LM1) and the new language models. LM2
is the reading-dependent language model, and LM3-1 is a
modification of LM2 by keeping commas in the training text
but giving only silence as the acoustic model to sentence
beginnings and commas. LM3-2 is a modification of LM3-
1 in which the three acoustic models are given to sentence
beginnings and commas. LM2 reduced the word error rate
by 4.7 % relative to LM1 despite its slightly higher OOV
rate. By considering commas (LM3-1), the performances
were improved, and there was further improvement after add-
ing pronunciations, /e/ and /eh/, to the sentence beginnings
and commas (LM3-2). LM3-2 model reduced the word er-
ror rate by 10.9 % relative to the results of LM2.
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margib

1ML 9.02 3.04 3.81 2.54

2ML 4.02 1.93 3.71 7.24

1-3ML 9.91 8.73 9.61 3.24

2-3ML 0.81 2.73 1.61 7.14

margirt

1ML 6.71 2.73 3.41 2.14

2ML 8.61 9.53 6.31 3.93

1-3ML 7.61 6.43 7.31 1.93

2-3ML 2.41 1.33 9.21 1.83

4. ON-LINE SPEAKER ADAPTATION

In broadcast news, each speaker usually utters sev-
eral sentences in succession. Therefore, incremental acous-
tic model adaptation within a segment in which one speaker
utters several sentences is expected to be effective. We ap-
plied on-line unsupervised speaker adaptation in conjunc-
tion with automatic speaker-change detection to successive
incoming broadcast news utterances. The MLLR [2] -MAP
[3] and VFS (vector-field smoothing) [4] methods were in-
stantaneously and incrementally carried out for each utter-
ance.

The adaptation process is as follows. For the first in-
put utterance, the speaker-independent model is used for both
recognition and adaptation, and the first speaker-adapted
model is created. For the second input utterance, the likeli-
hood value of the utterance given the speaker-independent
model and that given the speaker-adapted model are calcu-
lated and compared. If the former value is larger, the utter-
ance is considered to be the beginning of a new speaker, and
another speaker-adapted model is created. Otherwise, the
existing speaker-adapted model is incrementally adapted. For
the succeeding input utterances, speaker changes are detected
in the same way by comparing the acoustic likelihood val-
ues of each utterance obtained from the speaker-indepen-
dent model and some speaker-adapted models. If the speaker-
independent model yields a larger likelihood than any of the
speaker-adapted models, a speaker change is detected and a
new speaker-adapted model is constructed. In our experi-
ment, to take advantage of our broadcast-news structure and
to reduce the computational time the two most recently con-
structed speaker-adapted models are kept and older models
are removed.

Two types of the MLLR method were examined. First,
all phoneme models were adapted using a common linear
regression expression. Next, phonemes were divided into 7
clusters (silence, consonants, and five Japanese vowels) and
converted using individual expressions. Table 4 shows the
results of the speaker adaptation experiments. “Baseline”
indicates the results for the LM3-2 language model and no

acoustic model adaptation.
The adaptation using MLLR with a single cluster im-

proved the performance, and further improvement was
achieved by using the seven phoneme clusters. The latter
method reduced the word error rate by 11.8 % relative to the
results for the speaker-independent models.
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enilesaB 0.81 1.61 0.71

retsulc1 5.51 8.51 6.51

sretsulc7 7.41 4.41 5.41

margirt

enilesaB 2.41 9.21 5.31

retsulc1 7.21 5.21 6.21

sretsulc7 1.21 8.11 9.11

5. TOPIC EXTRACTION

Transcribed broadcast news speech can also be used
for automatic indexing or summarizing of the news. We have
been investigating methods for extracting a set of topic words
expressing the content of each broadcast news automatically
from each news [1][5]. Topic-words are extracted on the basis
of a significance score calculated as follows [6].
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where gi  is the number of occurrences of a word wi  in a
news article, Gi  is the frequency of the word wi  in all the
training news articles, and GA  is the summation of all Gi ’s.
To calculate the Gi ’s and GA  values, we used news articles
from roughly five years of the Nikkei business newspaper.

We applied the topic-extraction method to the tran-
scribed speech that was obtained using the methods described
in the previous sections. The extracted topic-words were
compared with “true” topic-words which were given by three
human subjects. The results are shown in Figure 1. When
the top five topic-words were chosen (recall=13%), 87% of
them were correct on average.

6. MESSAGE-DRIVEN SPEECH
RECOGNITION

6.1 A Communication Model
State-of-the-art automatic speech recognition systems

employ the criterion of maximizing P(W|X), where W is a
word sequence, and X is an acoustic observation sequence.
This criterion is reasonable for dictating read speech. How-
ever, the ultimate goal of automatic speech recognition is to
extract the underlying messages of the speaker from the



speech signals. Hence we need to model the process of speech
generation and recognition as shown in Fig. 2 [7], where M
is the message (content) that a speaker intended to convey.

According to this model, the speech recognition pro-
cess is the problem of estimating M to maximize P(M|X).
We propose a new formulation to solve this problem [8]. It
covers the various approaches that have been attempted and
also suggests new approaches. We consider that the mes-
sage M is represented by a co-occurrence of words, and based
on this consideration, we propose a new formulation for
speech recognition. We apply this formulation to broadcast-
news speech transcriptions and show how it reduces word
error rate.

6.2 Message-Driven Speech Recognition
According to Fig. 2, the speech recognition process

is represented as the maximization of the following a poste-
riori probability,

max max
M M

W

P M X P M W P W X( ) = ( ) ( )∑ . (2)

Using Bayes’ rule, Eq. (2) can be expressed as

max max
M M

W

P M X
P X W P W M P M

P X
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( ) ( ) ( )
( )∑ . (3)

For simplicity, we can approximate the equation as

max max
,M M W

P M X
P X W P W M P M

P X
( ) ≈

( ) ( ) ( )
( ) . (4)

P(X|W) is calculated using hidden Markov models in the
same way as in usual recognition processes. We assume that
P(M) has a uniform probability for all M. Therefore, we only
need to consider further the term P(W|M). We assume that
P(W|M) can be expressed as follows.

P W M P W P W M( ) ≈ ( ) ′( )−( )1 λ λ
, (5)

where λ , 0 1≤ ≤λ , is a weighting factor. P(W), the first
term of the right hand side, represents a part of P(W|M) that
is independent of M and can be given by a general statistical
language model. P’(W|M), the second term of the right hand
side, represents the part of P(W|M) that depends on M. The
latter term can be represented in various ways, whether the
dependency of M is represented explicitly or implicitly. The
explicit formulation usually needs to represent M by a finite
number of topic classes. Approaches that change language
models according to the estimated topic class M (e. g. [9])
correspond to this formulation. Approaches using probabi-
listic state transition networks [10] or HMM [11] for form-
ing semantic language models are also classified into this
category. A cache model [12] is one of the approaches in
which M is implicitly represented.

In this paper, we consider that M is represented by a
co-occurrence of words based on the distributional hypoth-
esis by Harris [13]. Similar methods include a method that
uses a thesaurus for measuring semantic similarity between
words and one that clusters words based on some similarity
measures. Since these approaches formulate P’(W|M) with-
out explicitly representing M, they can use information about
the speaker’s message M without being affected by
the quantization problem of topic classes.

6.3 Word Co-Occurrence Score
As mentioned above, P’(W|M), the second term on

the right hand side of Eq. (5), is represented by word co-
occurrences. Since most of the words that express messages
or topics are nouns, we extracted only nouns from the N-
best hypotheses of the word sequences which were obtained
using the trigram language model. Message-driven speech
recognition results were obtained by rescoring the hypoth-
eses by adding word co-occurrence scores for every pair of
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nouns. The co-occurrence score was calculated based on the
mutual information as follows;

CoScore w w
p w w

p w p w
i j

i j

i j

, log
,( ) =

( )
( ) ( )( )1 2 , (6)

where p w wi j,( )  is the probability of observing words wi

and wj  in the same news article, and p wi( ) and p wj( ) are
the probabilities of observing word wi  and wj  in all the
articles, respectively. To compensate the probabilities of the
words with very low frequency, a square root term was em-
ployed in the denominator of the equation. The co-occur-
rence scores were calculated using the same database as that
was used for language modeling.

6.4 Experimental Results
Table 5 shows the word error rates obtained by

rescoring with word co-occurrence scores. The results be-
fore rescoring are also shown in Table 5 for comparison.
The weighting factor for co-occurrence score, λ , was ap-
propriately set on the basis of preliminary experiments. As
shown in Table 5, word error rates for the clean set were
reduced by incorporating P(W|M).
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7. SUMMARY

This paper reported on recent advances in Japanese
broadcast news transcription. While some of the problems
that we investigated were Japanese-specific, others are lan-
guage-independent. One of the Japanese-specific problems
we investigated is the variety of ways that exist to read Chi-
nese (Kanji) characters. Conventional language models de-
pend on written forms of words and assign equal probability
to all possible readings of a word. These models cause rec-
ognition errors because the assigned probability is some-
times very different from the true probability. We constructed
a language model that depended on the readings of words
and considered the frequency and context-dependency of the
readings. This method reduced the word error rate by 4.7%.

To cope with the recognition errors caused by inter-
jections, we introduced interjection modeling into the lan-
guage model. This reduced the word error rate by 10.9%.

We applied on-line, unsupervised, instantaneous and
incremental speaker adaptation to successive utterances spo-
ken by the same speaker combined with automatic detec-
tion of speaker changes. The MLLR method with 7 clusters

combined with MAP and VFS techniques reduced word er-
ror rate by 11.8%.

By incorporating all the above methods, we achieved
an 11.9% word error rate averaged over males and females
for clean parts of broadcast news speech, which was a 25.1%
reduction in word error rate over the baseline results.

We investigated a method for extracting topic-words
from nouns in the speech recognition results on the basis of
a significance measure. When the top five topic-words were
chosen (recall=13%), 87% of them agreed with the topic-
words extracted by human subjects.

This paper also proposed a new formulation for
speech recognition/understanding systems, in which the a
posteriori probability of a message that the speaker intends
to address given an observed acoustic sequence is maximized
as an extension of the current criterion that maximizes the
probability of a word sequence hypothesis. We assumed that
a speaker’s message is represented by a co-occurrence of
words in the utterance, and we employed a co-occurrence
score of words measured by mutual information to rescore
word sequence hypotheses. Experimental results show that
the word error rate of broadcast news transcription is re-
duced by the method.
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